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Abstract 8 

The contemporary search for the neural correlates of consciousness (NCCs) largely avoids the 9 

so-called ‘hard problem’ of conscious experience. This is due to an old, and outdated, view on 10 

which such questions are reserved for philosophers. The appearance of a hard problem is 11 

plausibly a limitation of our own relationship to underlying neural realizers. Moving past the 12 

hard problem will require (among other things) the development of safe, systematic techniques 13 

for self-manipulation of conscious experience. Much of the needed work is still hypothetical. Yet 14 

we outline a way in which advances in both the neuroscience of consciousness and in the 15 

philosophy of explanation provide a clear path forward for an integrated experimental 16 

neuroscience of consciousness. 17 

 18 

Introduction 19 

The modern neuroscience of consciousness begins with a division of territory. In a seminal work, 20 

the philosopher David Chalmers distinguished the easy and hard problems of consciousness 21 

(Chalmers, 1998; Chalmers, 2003). The easy problems involve sorting out the mechanisms that 22 

mediate conscious perception and action. The hard problem requires saying why activity in these 23 

mechanisms is accompanied by any subjective feeling at all. Why, in Nagel's (Nagel, 1974) 24 

evocative phrase, is there something it is like for you to be you, while there's nothing it's like for 25 

a rock to be a rock?  As Chalmers put it:  26 

Why is it that when our cognitive systems engage in visual and auditory 27 

information-processing, we have visual or auditory experience: the quality 28 

of deep blue, the sensation of middle C? ... Why should physical processing 29 

give rise to a rich inner life at all? (Chalmers, 1996, 201) 30 
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Chalmers and others argued that this was a deep philosophical mystery, upon which empirical 31 

evidence could have no bearing.  32 

 33 

Meanwhile, in several influential pieces Crick and Koch argued that it might still be possible to 34 

meaningfully work around the hard problem even if. They noted that “at any one moment some 35 

active neuronal processes correlate with consciousness, while others do not.” (Crick and Koch, 36 

1990, 263)  Thus there is a viable scientific project that searches for the neural correlates of 37 

consciousness (NCCs). Chalmers did not disagree---the hard problem lies in explaining the 38 

existence of NCCs, not doubting their existence in the first place. So the search for NCCs could 39 

progress whether or not the hard problem had a solution.  40 

 41 

Thus was the territory divided. Philosophers inherited the hard problem, scientists the easy 42 

problems and the search for NCCs. Despite occasional defectors on both sides, this truce has 43 

held for a quarter century. Yet this effective stalemate has meant that there has been no serious 44 

attempt to explain why putative NCCs actually give rise to subjective feelings.  This strikes 45 

many as unsatisfactory. Further, philosophy divorced from neuroscience has begun to endorse a 46 

variety of counterintuitive views. At one extreme, there is frequent defense of panpsychism, the 47 

position that consciousness is everywhere (Chalmers, 2003) At the other, some philosophers 48 

assert that consciousness is simply an illusion (Dennett, 1991; Irvine, 2013). Such extremes do 49 

not feel like progress. Conversely, the search for NCCs continues to hit an impasse that looks 50 

more philosophical than empirical.  51 

 52 

Outside of the study of consciousness, meanwhile, both fields have made striking advances. The 53 

interventionist revolution in philosophy of science has overturned the background picture of 54 

explanation on which Chalmers’ arguments depend (Craver, 2007). Comparative neuroscience 55 

has made great strides investigating the evolutionary origins of the capacities that support 56 

consciousness (Feinberg and Mallatt, 2016; Klein and Barron, 2016b; Ginsburg and Jablonka, 57 

2019) Improvements in techniques for neurobiological interventions and observations offer the 58 

possibility for studying more than mere NCCs. 59 

 60 
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These developments have made possible a rapprochement. We believe that experimental 61 

neuroscience can make real progress on the hard problem of consciousness. Conversely, 62 

contemporary philosophy of science has useful tools that show how to move beyond the search 63 

for NCCs. What follows outlines what that research project might look like. We argue that 64 

development of interventions on capacities for experience, including the capacity for safe self-65 

intervention, is ultimately necessary for moving beyond the hard problem of consciousness. This 66 

is a difficult task---but it is ultimately one that falls within the traditional bailiwick of 67 

experimental neuroscience.  68 

 69 

Intervening on Consciousness 70 

The core notion will be that of a direct intervention on a subject’s conscious experience. A direct 71 

intervention is one that targets the neural underpinnings of an experience, rather than indirectly 72 

via (e.g.) perception. A neural system that allows one to alter some aspect E of experience will 73 

be called a difference-maker for E.  74 

 75 

Despite the name, the search for neural correlates of consciousness is typically a search for 76 

difference-makers rather than correlates as such.  The notion of a ‘content-specific NCC’, for 77 

example, is often glossed in explicitly difference-making terms (Koch et al., 2016; Boly et al., 78 

2017). Koch et al note that this means were content-specific NCCs for face perception artificially 79 

activated, “…the participant should see a face even if none is present…” (Koch et al., 2016, 80 

208). Even if the primary evidence is correlational (i.e. through neuroimaging), this is better 81 

taken as evidence about potential loci of intervention (Klein, 2017).  82 

 83 

Similarly, recent debates (Boly et al., 2017; Odegaard et al., 2017) over whether the NCCs for 84 

visual experiences are more anterior or posterior hinge on which neural activity represents the 85 

working of the NCC and that is distinct from the activity of mere precursors, background 86 

conditions, and downstream effects. Each of these notions are well-studied in the interventionist 87 

literature. Mere background conditions, for example, cannot be altered without altering many 88 

other facets of experience (and more besides). 89 

 90 
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Building up an understanding of how specific interventions on neural systems change what we 91 

experience, in specific ways, will yield an operational understanding of subjective experience. 92 

We will be mostly concerned with controlled interventions done on awake, healthy, neurotypical 93 

adults. However, many interventions that do not fit that bill still provide evidence about what 94 

would happen were one to intervene on healthy adults. We briefly survey experimental studies 95 

that have shown it is possible to intervene on the brain and change a person’s experience in 96 

highly specific ways. There is much more to do, of course. Yet what has been done serves as 97 

useful proof of principle as well as emphasizing different types of interventions that might be 98 

made.  99 

 100 

Most of the difference-makers studied so far have involved interventions on particular contents 101 

of consciousness. Conscious contents are features of experiences like colors, sounds, shapes, or 102 

pains. Since Penfield’s pioneering work (Penfield and Rasmussen, 1950; Penfield and Jasper, 103 

1954), we have known that direct electrical stimulation of the cortex can produce a wide variety 104 

of distinct experiences, constituting interventions on capacities. Noninvasive stimulation (e.g. by 105 

TMS) can produce similar results, though with less specificity.  106 

 107 

In addition to intervention on contents, it is also possible to alter the broader capacities necessary 108 

for conscious experience on the other. The capacities necessary for conscious experience are 109 

(plausibly) functions supporting conscious experience such as selective attention, integrative and 110 

interactive processing of exteroceptive and interoceptive information, a unified spatial and 111 

temporal framework for sensory information, or unlimited associative memory (Ginsburg and 112 

Jablonka, 2007; Merker, 2007; Ginsburg and Eva, 2010; Barron and Klein, 2016).  113 

 114 

Capacities for experience are important, we suggest, because they often correspond to structural 115 

features of consciousness. We experience visual and auditory sensations as occurring within a 116 

common, external space, for example. Yet while these structural features are the conditions for 117 

the possibility of conscious experience, they are arguably not objects of experience themselves  118 

(Kant, 1999). While we experience external sensations as occurring in a unified frame of 119 

reference, for example, we do not experience space as such, independent of the objects within it.  120 

 121 
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Broadly speaking, different brain regions appear responsible for capacities and contents of 122 

experience. Intervention on the cortex tends to change the contents of experience (Penfield and 123 

Rasmussen, 1950; Penfield and Jasper, 1954).  Work on the capacities for consciousness, by 124 

contrast, has often focuses on subcortical structures such as the midbrain and diencephalon. 125 

These are evolutionarily basal structures for vertebrates (Striedter, 2005; Merker, 2007). Further, 126 

the sorts of activities that the midbrain/diencephalon support are plausibly the sorts of activities 127 

that are conditions for consciousness.  128 

 129 

Bjorn Merker, for example, suggests that the integration of self-motion, exteroception, and 130 

internal valuation (supplanted by memory) are the key to bringing together a first-person 131 

perspective on the world (Merker, 2005, 2007, 2013; Barron and Klein, 2016). Eva Jablonka 132 

similarly focuses on the role of integrative structures in supporting the capacity for unbounded 133 

associative learning (Ginsburg and Jablonka, 2007; Ginsburg and Eva, 2010). We argue 134 

elsewhere that the development of integrative structures combining sensory percepts into a 135 

unified neural representation of the mobile animal within its environment is a form of major 136 

transition in neural evolution, which enabled a fundamental shift in behavioural capacity (Barron 137 

and Klein, 2016).  138 

 139 

Capacities themselves can also be intervened upon. An intervention on a capacity should have a 140 

broad and systematic effect across experience as a whole. So, for example, the same sensations 141 

can vary in how they feel given systematic alterations in broader underlying states. In the 142 

phenomenon known as pain asymbolia, patients with anterior insula damage will report that they 143 

continue to feel pain but no longer care about it (Schilder and Stengel, 1931). (Similar effects 144 

occur with a range of other dissociative drugs (Keats and Beecher, 1950).) There is debate about 145 

whether this effect is due to a sensory-limbic dissociation (Grahek, 2007) or to a general 146 

breakdown in processes of bodily ownership and concern (Klein, 2015), but in either case there 147 

appears to be alteration to the character of individual sensations by changes in the background 148 

conditions of experience.   149 

 150 

Complex and subtle changes in the structural features of experience have also been reported. In a 151 

coda to Awakenings, Oliver Sacks (Sacks, 1999) describes the subjective distortions of space and 152 
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time that coexist with degeneration of the substantia nigra, suggesting an interesting relationship 153 

between the basal ganglia, the general perception of space and time, and the specific motor 154 

impairments of Parkinsonian patients. Drugs such as dextromethorphan can also produce striking 155 

alterations in the perception of motion and time (Wolfe and Caravati, 1995).  156 

 157 

Finally, there are ways to alter experience even more profoundly.  Work on anesthetics, or on 158 

patients with severe impairments of consciousness also looks more directly at the basic 159 

capacities that support subjective experience (Alkire et al., 2008; Mashour and Alkire, 2013; 160 

Klein and Barron, 2016b). Of course, many unsubtle and uninteresting interventions can cause 161 

unconsciousness. But as several authors have recently urged, the capacities that underlie 162 

consciousness, and hence the broader modes of variation possible, are probably numerous and 163 

heterogenous (Bayne et al., 2016). There is no simple, well-ordered scale of ‘degree’ of 164 

awareness, for example; instead, there are numerous dimensions along which conscious 165 

experience as a whole might vary, and that plausibly link to the underlying functional capacities.  166 

 167 

Intervention and an experimental approach to the Hard Problem 168 

Focus on direct intervention is not new to neuroscientists. Nevertheless, we think it makes a 169 

substantial difference to the tractability of the hard problem. Individual types of experience and 170 

brain states are connected via linking generalizations. These have two important features. First, 171 

like traditional psychophysical bridge laws (Davidson, 1970), they connect physical and 172 

phenomenal states. Like all laws, they are counterfactual-supporting and change-relating, not 173 

simply descriptive. If an experience of blue corresponds to brain process B1 and an experience of 174 

red to B2, then changing from B1 to B2 should change the experience. Second, linking 175 

generalizations are a species of Woodward’s invariant generalizations (Woodward, 2003). They 176 

need hold only under a limited range of circumstances and interventions (as is, in fact, the case 177 

for nearly all invariant generalizations, special science or otherwise). 178 

 179 

The challenge posed by the hard problem is to explain why linking generalizations hold. This 180 

means that the hard problem is, at heart, a puzzle about scientific explanation (Levine, 1983; 181 

Irvine, 2013). Over the past two decades, philosophers of science have come to broad agreement 182 

about the centrality of interventions in scientific explanation.  183 
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 184 

This notion of interventionism has its roots in Judea Pearl’s seminal work on causation (Pearl, 185 

2000) and has been developed most notably by James Woodward(Woodward, 2000, 2003, 186 

2010). The notion of a difference-maker is widely applicable, finding special traction in 187 

analyzing explanation in special sciences like genetics, neuroscience, and economics. Though 188 

originally conceived of as a way to explicate causal relationships, it has also found important use 189 

in analyzing synchronic relationships such as those between cognitive states and the neural states 190 

that realize them (Craver, 2007; Woodward, 2010; Klein, 2017).  191 

 192 

The same is true for consciousness. Different interventions one might make on brain states have 193 

the capability to explain different aspects of experience. Systematic surveys of both the first- and 194 

third-person consequences of different types of intervention can thus address different aspects of 195 

consciousness.  196 

 197 

Figure 1 shows a progression of hypothetical interventions we might make on experience. To 198 

begin we might (1a) have evidence that activity in certain brain region B is associated with 199 

seeing a red object. Crucially, the claim is not that B alone is sufficient to give rise to a red 200 

experience. Rather, difference-makers always act against a large background of causal factors. 201 

Similarly, many brain regions might make a difference to the same aspect of experience, and 202 

interventions on the same brain region might have many effects on experience.  203 

 204 

Explanation is always contrastive: we explain why the world is one way rather than another.  205 

Different contrast classes can require different explanations (van Fraassen, 1980; Hitchcock, 206 

1996; Woodward, 2003). The same property may receive different explanations when we 207 

consider different contrast classes. This is especially common when a property depends on 208 

combinatorial properties of its realizer. What makes a pixel white rather than yellow is not the 209 

same as what makes it white rather than cyan.  210 

 211 

Thus, one explains why the subject sees red rather than some other color, given that they have 212 

one of several possible regional patterns of brain activation. Other contrasts might invoke other 213 
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brain regions: seeing saturated versus desaturated red, say, might be influenced by something 214 

other than B.  215 

 216 

The linking generalization in 1a says more than that pattern B1 is reliably correlated with seeing 217 

red. As shown in 1b, a direct intervention on B that changed its activation from B1 to B2  (and left 218 

everything else the same, as much as possible) would make the subject experience blue in the 219 

presence of the same stimulus. Capacities could be intervened upon in the same way. Figure 1c 220 

shows a single intervention that warps and distorts the perception of space, creating correlated 221 

changes across a variety of experiences.  222 

 223 

Some interventions will be relatively crude. Many interventions will simply eliminate 224 

consciousness altogether by eliminating a necessary background condition (Figure 1d); 225 

intervention on the claustrum appears to act as a kind of on-off switch for experience (Koubeissi 226 

et al., 2014). There may be many such interventions, and in general we are interested in 227 

interventions that give a more selective (Woodward Hopf and Bonci, 2010; Griffiths et al., 2015) 228 

or systematic (Klein, 2017) handle on phenomena we care about. These are interventions where 229 

there are many states of the control variable and many of the target, linked in a roughly one-to-230 

one fashion, allowing for fine-grained control of the target.  231 

 232 
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 233 
Figure 1: Different possible interventions of conscious states. (a) The simple case, explaining a token experience. B1 is a pattern 234 
of brain activation associated with seeing red, while C1, D1, E1 etc are background conditions. The caption expresses a linking 235 
generalization. (b) An appropriate intervention on B will change the felt color given the same stimulus. This provides evidence for 236 
the claim in (a). (c) An intervention on a structural capacity. The metric of perceived space itself is distorted by an intervention of 237 
C, causing a variety of linked changes in experience of the stimulus. (d) A non-specific intervention on consciousness by 238 
eliminating a necessary condition. (e) An intervention on a linking generalization. D is part of what makes the laws in (a) and (b) 239 
true. Note that given the intervention on D, the same brain pattern B1 that gives rise to a red experience in (a) gives rise to blue 240 
sensation. (f) A similar intervention on structural capacities. Cases (a) and (b) are entirely compatible with property dualism (SI 241 
1), whereas the remaining cases would be problematic.  242 

 243 

Figure 1d also illustrates another important point. The intervention eliminates consciousness 244 

even in the presence of activity B1 that gave rise to a red experience in ordinary circumstances. 245 

Another way to understand this is that the linking generalization in 1a holds only contingently; 246 

appropriate intervention changes the law from holding to not holding.  247 

 248 

This way of thinking about linking generalizations is only possible by moving to an 249 

interventionist picture of explanation. The hard problem, and the official statement of the NCC 250 

project, both rely on an older picture of scientific explanation. The positivists argued that 251 
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explanation was the derivation of a proposition from a statement of a general law plus particulars 252 

(the so-called ‘Deductive-Nomological’ account); explanation thus showed why the state of the 253 

world was sufficient for the effect (Hempel, 1965). The official definition of an NCC is defined 254 

as the "minimal neural mechanisms jointly sufficient for any one conscious percept" (Koch et al., 255 

2016; Boly et al., 2017 p9604) suggesting adherence to sufficiency as an explanatory principle. 256 

Much of Chalmers’ fame in philosophy is due to his revival of a contentious connection between 257 

a priori conceptual knowledge and metaphysical necessity (Chalmers, 1996; Soames, 2009).  258 

General, exceptionless laws are explicable only from even more general laws (Hempel, 1965). It 259 

is difficult to see what would fit the bill in the case of consciousness.  260 

 261 

On the other hand, the deductive-nomological theory of explanation performs poorly outside of 262 

fundamental physics. The move to interventionism within philosophy of science was triggered in 263 

part by examples showing that sufficiency and explanatory purchase come apart (Salmon, 1989). 264 

Tophi are pathognomic for gout, and so sufficient evidence to deduce the presence of gout---yet 265 

they do not explain it. Having a genes for brown eyes explains why you have brown eyes, even 266 

though those genes, on their own, cannot actually make an eye (Sterelny and Kitcher, 1988). The 267 

demand for explanation of linking generalizations was thus virtually guaranteed to fail: not 268 

because physicalism is false, but because the story about explanation was not fit for purpose. 269 

 270 

The deductive-nomological picture had other issues. In neuroscience, as in most disciplines, 271 

there are no exceptionless laws: laws are merely invariant across a range of circumstances. 272 

Hence the deductive-nomological account was particularly poorly suited for explanation in 273 

complex systems like the brain (Craver, 2007).  274 

 275 

The potential variation of linking generalizations is the key to their explanation. Most work on 276 

difference-makers focuses on the relationship between event types. However, the same logic can 277 

be expanded to the explanation of invariant generalizations themselves. That is, we can explain 278 

some generalization L by showing variables that could be varied in order to vary L.  279 

 280 

Figures 1e and 1f show interventions that change linking generalizations in more systematic 281 

ways. In 1e, intervention on D changes the relationship between B and color experience. Activity 282 
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in D gives us an explanation of why the linking generalization in 1a holds, rather than some 283 

other linking generalization. Figure 1f shows a similar intervention on linking generalization 284 

regarding structural features of experience.  285 

 286 

But of course, on the interventionist picture, what it is to explain a phenomenon is to demonstrate 287 

how it can be made to vary in replicable, systematic ways. Systematic intervention on linking 288 

generalizations themselves is thus the way to explain them. And that is what the hard problem 289 

demands.  290 

 291 

The Meta-Problem and Self-Manipulation 292 

Many balk at this point. Neuroscience that focuses on manipulation of structural features of 293 

awareness has the basic ingredients for tackling the hard problem of consciousness. Yet there is 294 

something about the hard problem that feels different than other problems. Chalmers has recently 295 

dubbed this the meta-problem of consciousness (Chalmers, 2018). A satisfying solution to the 296 

hard problem ought to explain why it seemed like there was a hard problem in the first place---297 

why linking generalizations seem arbitrary and inexplicable, even if they aren’t. Many otherwise 298 

promising accounts clearly fail to fit the bill.  299 

 300 

We think this is a serious challenge. To begin, we note that the challenge has a perfectly 301 

objective answer. There is a view, tracing back at least to Leibniz, on which the apparent 302 

simplicity and arbitrariness of conscious states is merely an introspective confusion about a 303 

complex underlying state (Hilbert, 1987; Armstrong, 1997; Pettit, 2003). As Lashley famously 304 

put it:  “No activity of mind is ever conscious...There is order and arrangement, but there is no 305 

experience of the creation of that order” (Lashley et al., 1960). The hard problem arises because 306 

we lack access to the relevant goings-on. There may be other sources of trouble as well, such as 307 

our relatively limited capacity for introspection and discussion of our conscious states compared 308 

to the richness of conscious experience itself (Block, 2011).  Each of these mechanisms is a fact 309 

about us and how we are constituted, rather than a deep metaphysical feature of the world.  310 

 311 

In short, our subjective experience is underpinned by a great number of mechanisms to which we 312 

have no conscious access, and which are not themselves represented in conscious experience. As 313 
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we are aware only of the products of a complex mechanism and not its actual workings, we feel 314 

an arbitrariness of, and passivity towards, those products. The unconscious workings that give 315 

rise to conscious experience do not require effort of will and do not admit of first-person control. 316 

That is why conscious states feel arbitrary: subjectively, they simply appear out of nowhere.  317 

 318 

Yet knowing all of this does not, by itself, make conscious experience feel any less arbitrary. 319 

That is the sense in which the hard problem is a unique scientific problem: just knowing the 320 

explanation does not remove the sense of mystery. Conversely, the remaining sense of mystery 321 

persists and undermines attempts to search for explanations, by making the problem seem harder 322 

than it is.  323 

 324 

Nevertheless, this tangle should properly be seen as a problem with us, stemming from how we 325 

are constituted. We think that this problem can only be met head on: that is, via self-intervention. 326 

Interventions on brain states have both an objective and a subjective component. By intervening 327 

on brains, we don’t simply discover that certain experiences can be evoked, or that they depend 328 

on certain interventions. The first-person, subjective experience of that intervention is critical as 329 

well.   330 

 331 

This is not just proof of principle, though the proof of principle is important. (it is one thing to 332 

read about (say) the experience of alien hand, and quite another to feel your fingers jump around 333 

under the influence of TMS.) We believe that by feeling how subjective experience is altered by 334 

altering brain activity the impression of arbitrariness should vanish. As with the objective aspect, 335 

problem, the most telling alterations are likely to be specific, systematic alterations of the 336 

capacities that underlie conscious experience itself.  337 

 338 

Thus self-manipulation of brain activity thus has the unique possibility not just to solve the hard 339 

problem, but to fix the passivity that leads to both the hard and the meta-problem. The point of 340 

interventions is to give us points of mastery over the world (Campbell, 2007, 2010). Self-mastery 341 

will be, and probably must be, the key to pushing past the lack of understanding that holds back 342 

effective research.  343 

 344 
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Making Progress 345 

We recognize that this is an unusual solution. Self-manipulation should be seen as a necessary 346 

but possibly remote step in a long process. Nevertheless, to make progress, we will ultimately 347 

need safe, specific, selective techniques that allow us to intervene on experience in awake adults. 348 

Such interventions are difficult to come by in humans; at present they are either 349 

pharmacological, invasive, or non-invasive. We have noted some possibilities above, and we 350 

consider each in turn.  351 

 352 

Pharmacological intervention is the most familiar and accessible way to intervene upon 353 

consciousness. Anesthetics remove consciousness altogether, and the specific ways and 354 

mechanisms by which consciousness breaks down already provides useful data about the 355 

capacities underlying experience. 356 

 357 

There is an old tradition by which more specific interventions via psychedelic drugs have been 358 

thought to reveal interesting structural features about experience. There has been a recent revival 359 

of interest in psychedelics given their promising results in treating conditions like PTSD. That 360 

said, we think there is serious danger of repeating the mistakes of the past. In particular, we think 361 

it is worth being wary of returning to the uncritical pharmacological investigations that were 362 

popular in an earlier generation of research (Jay, 2009; Lattin, 2010).  Some authors have been 363 

tempted to claim that the psychedelic experience itself is interesting precisely because it allows 364 

normally unconscious properties of the mind to be made manifest as objects of consciousness 365 

(Letheby, 2015).  This is an old idea, embodied in the etymology of ‘psychedelic’ itself. We are 366 

skeptical. Despite decades of citizen science, we note few lasting contributions of such work to 367 

modern understanding of cognitive mechanisms.  368 

 369 

Part of the problem is that psychedelics tend to have widespread and complex effects on 370 

consciousness. Less common drugs with more limited effects may be more useful. For example, 371 

reports suggest that low doses of diisopropyltryptamine (DiPT) have effects primarily limited to 372 

nonlinear distortions of audition (Shulgin, 2000). Limited and well-defined phenomena may also 373 

be fruitfully investigated, as for example in work done using LSD to investigate the central 374 

mechanisms of binocular rivalry (Carter and Pettigrew, 2003).  375 
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 376 

Invasive interventions involving direct electrical stimulation of the brain have been important to 377 

understand conscious function (Penfield and Rasmussen, 1950). Invasive work presents obvious 378 

ethical and practical concerns, and so is typically only done concurrent with some medical need. 379 

Much of the direct intervention work has focused on the effects of cortical stimulation on the 380 

contents of consciousness. However, there is increasing evidence that direct stimulation of the 381 

posterior cingulate/precuneus can produce more profound alterations in global experience 382 

(Herbet et al., 2014; Balestrini et al., 2015; Herbet et al., 2015). This would be consonant with 383 

these regions purported role in consciousness and mediating cortical-subcortical interactions 384 

(Vogt and Laureys, 2005; Cavanna and Trimble, 2006).  385 

 386 

As for subcortical interventions, deep brain stimulation (DBS) has shown intriguing evidence of 387 

effects on consciousness. Much of this evidence takes the form of alleviation (Krack et al., 2010; 388 

Lyons, 2011) or induction (Bejjani et al., 1999) of psychiatric conditions such as obsessive-389 

compulsive disorder and depression. Thalamic DBS has also led to promising improvements in 390 

minimally conscious patients (Schiff et al., 2007). The variety of possible stimulation 391 

parameters, and the variability of results between microstimulation and direct electrical 392 

stimulation (Vincent et al., 2016) suggests a fruitful experimental program in this area. We note 393 

that many case reports present no or only minimal data about a patients’ subjective experience, 394 

even when this would clearly be accessible. We think that this ought to be more routinely and 395 

systematically collected.  396 

 397 

Finally, noninvasive brain stimulation such as transcranial electrical stimulation (tES) may avoid 398 

the practical problems associated with invasive interventions. There have been initial indications 399 

that tES can improve responsiveness of patients in Minimally Conscious States (Thibaut et al., 400 

2014). Perhaps the most interesting applications of tES, using either DC or AC current, is the 401 

possibility of entraining underlying circuits and thereby altering temporal dynamics of brain 402 

activation (Filmer et al., 2014; Tavakoli and Yun, 2017).  tES has had problems showing 403 

specificity and replicability, but recent techniques using EEG/MEG to guide stimulation timing 404 

(Thut et al., 2017) may help ameliorate these concerns.  405 

 406 
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Most of the existing interventions we have discussed are still relatively broad and uncontrolled. 407 

The ability to make more systematic interventions would make subjective experiences seem less 408 

like passive and fleeting epiphenomena; they could be controlled, evoked, and altered at will. 409 

Ultimately, the requirement for specific interventions will demand developing new ways to 410 

intervene on the brain.  411 

 412 

Invasive interventions also occur in research on brain-machine interfaces, though it is early days 413 

for this field. The current focus is on developing devices that can interact with neural circuits in 414 

such a way that they can become part of the system of information representation (sensuClark, 415 

1995); the aim being to supplement or replace memory, or even add new information 416 

representations (Berger et al., 2011; Deadwyler et al., 2013; Deadwyler et al., 2017).  We suspect 417 

that these particular forms of brain-machine interface will not help us much with the hard 418 

problem. Working out how information is represented in the brain remains an easy problem. On 419 

the other hand, if (say) an artificially implanted memory somehow felt distinctive, we might be 420 

able to learn more about the hard problem by using this as a contrast case.  421 

 422 

Much of the work on developing new forms of brain-machine interface is currently happening 423 

with animals (Berger et al., 2011; Deadwyler et al., 2013; Deadwyler et al., 2017). This is the 424 

norm for experimental interventionist neuroscience.  It is unethical to develop new methods on 425 

humans, but the reality of the deep homology of brain system functions across vertebrates 426 

(Striedter, 2005), and of neuron functions across most animal phyla (Kristan, 2016), means that 427 

methods developed in one species can usually be translated (with informed modifications) to 428 

another.   429 

 430 

There is, however, a unique tension in using animal systems to study the nature of conscious 431 

experience.  There remains a lively debate around which animals have any conscious experience 432 

at all, precisely because we don’t know what neural circuits are necessary to support conscious 433 

experience (Klein and Barron, 2016b, a).  Further, solving the subjective hard problem ultimately 434 

requires self-intervention, so animal models can only ever do part of the job.  435 

 436 
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That said, we envision research with animal models to play a key role for developing the 437 

interventionist tools, methods, and approaches needed for an experimental investigation of the 438 

hard problem in humans. Indeed, even very simple animals such as insects might provide a 439 

useful test-bed for developing more complex interventions (Barron and Klein, 2016; Klein and 440 

Barron, 2016b).  441 

 442 

7. Conclusion: Fixing the hard problem  443 

We have outlined an ambitious program for solving the hard problem. The hard problem of 444 

consciousness has two roots: a mistaken philosophy of science, and a deep (but not insuperable) 445 

limitation in our own ability to understand the roots of our experiences. Having identified these, 446 

neuroscientists must fix those shortcomings. This will require direct intervention, and a mix of 447 

third-person and first-person techniques.  448 

 449 

Our proposal may strike authors from certain philosophical traditions as odd. Surely the hard 450 

problem was about explaining consciousness, not why the laws connecting brain to experience 451 

have one feature rather than another. Furthermore, contrastive explanation is by its nature 452 

pluralist: there will be not one grand explanation but many interlinking explanations. That might 453 

feel like something of a letdown.  454 

 455 

Yet we suggest that the history of science provides numerous optimistic parallels. A closer look 456 

reveals that what initially appear to be grand, singular explanatory projects always end up 457 

dissolving into an array of specific, contrastive explanations as science advances. In the 18th 458 

century, there was a grand philosophical challenge to explain Life (Nassar, 2016). Considered as 459 

such, little progress could be made.  460 

 461 

The advance of physiology in the 18th century did not attempt to explain life as a whole. Rather, 462 

it explained why this inorganic process could give rise to urea, why that process kept blood pH 463 

within reasonable limits, while that process cleared carbon dioxide rather than letting it 464 

accumulate, and so on (Bernard, 1865/1949). The march of progress ends up dissolving the 465 

original grand problem into an array of contrastive explanations, leaving even the project of 466 

defining 'Life' as a questionable one (Machery, 2012). We have not explained Life as it 467 
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preoccupied the early modern philosophers. Instead, we can explain a great variety of things 468 

about living beings.  469 

 470 

Similarly so, we envision, with consciousness. Successful interventionist research projects will 471 

alter and vary the relationship between brain activity and subjective experience. This will 472 

elucidate important mechanisms, and allow ever-finer control of experience. In the limit case, we 473 

will find consciousness just as grand, but no more mysterious, than life.   474 

 475 

Finally, and crucially, we emphasize that this is a research program that is fundamentally 476 

falsifiable. That is, we might find that there are no systematic ways to intervene on linking 477 

generalizations: they are in fact like the brute laws of fundamental physics. Were the evidence to 478 

go that way, then non-physicalist theories of consciousness would gain plausibility.  479 

 480 

Such a project obviously faces a host of practical problems. We do not pretend it will be easy. 481 

Many of the techniques and frameworks that will be required are only dimly understood at 482 

present. We can do a lot of science, and indeed will have to, before embarking on such a project. 483 

Rather, the claim is that until we reach this final step, the appearance of a hard problem will 484 

persist. Our discoveries about consciousness will always have a whiff of the arbitrary. The open 485 

question—why this?—will linger in the air.  486 

 487 

Yet we think it is worth being optimistic. The idea that the hard problem might be a practical 488 

problem rather than a philosophical one has an unexpected pedigree. When Nagel argued that we 489 

do not know what it is like to be a bat, his point was not to argue against physicalism (Nagel, 490 

1974, pp 447). Though often overlooked, Nagel closes his discussion with a positive proposal. 491 

Part of our difficulty in understanding consciousness, he says, is reliance on imagination when 492 

we try to take up the point of view of another subject. Imagination is an inherently limited 493 

faculty. Hence, Nagel tells us, his argument should be seen as “a challenge to form new concepts 494 

and devise a new method” of approaching experience (Nagel, 1974, pp 449). We agree. We just 495 

think that a more direct approach is required.  496 

 497 
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The hard problem will not be solved by philosophical discussion of positions relative to the 498 

problem alone, be they illusionist, dualist, physicalist or panpsychist.  The difference between 499 

our proposal and the present philosophical impasse is akin to the difference between Freudian 500 

psychoanalysis and modern pharmaceutical approaches to mental illness. Increased 501 

understanding is important, and conceptual change is inevitable. But there is no ‘talking cure’ for 502 

the hard problem: some degree of direct intervention will be necessary.  503 

 504 
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